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Computational Social Science
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Computational Social Science

1890 Census tabulator - solved 1880’s data deluge

Computation as a tool for social science applications
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Automated Text Analysis

• Textual media: news, books, articles, 
social media...

• Automated content analysis: 
tools for discovery and measurement of 
concepts, attitudes, events

• Natural language processing, 
information retrieval, data mining, and 
machine learning as quantitative 
social science methodology
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International Relations

• “Democratic peace” hypothesis:
fewer wars between democracies?

• When do crises escalate or get resolved?

• When and where will future conflicts happen?
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International Relations Event Data
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GDELT project (Leetaru and Schrodt, 2013)
Extracted from news text
http://gdelt.utdallas.edu
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• Goal:  Analyze time-series of country-country 
interactions:  who did what to whom?

• Create historical datasets of diplomatic and military actions 
between countries, derived from news articles

• 1960’s: manual coding of news articles

• 1990’s: automated coding 
(information extraction)

• Rule-based verb pattern extractors

• Used in dozens of political science studies

7

International Relations Event Data
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Previous work: knowledge engineering approach
Open-source TABARI software and ontology/patterns

~15000 verb patterns, ~200 event classes  
(Schrodt 1994..2012; ontology goes back to 1960’s)

8

03 - EXPRESS INTENT TO COOPERATE
07 - PROVIDE AID
15 - EXHIBIT MILITARY POSTURE

191 - Impose blockade, restrict movement
not_ allow to_ enter   ;mj 02 aug 2006 
barred travel    
block traffic from   ;ab 17 nov 2005 
block road   ;hux 1/7/98 

Issue:  Hard to maintain and 
adapt to new domains 

Event types

Verb patterns
per event type

Extract events from news text
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Our approach

• Joint learning for high-level summary of event 
timelines

• 1. Automatically learn the event types

• 2. Extract events / political dynamics

• Probabilistic methods (Bayesian learning)

• Social context to drive unsupervised learning 
about language

9
[O’Connor, Stewart, Smith  ACL 2013]
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• Inputs

1. 6.5 million news articles, 1987-2008

• Gigaword corpus, including:  AP,  AFP,  NYT,  Xinhua

2. Named entities: dictionary of country names 

• Output:  ~350k event tuples

• Events between two actors
(SourceEntity,  ReceiverEntity,  Time (week),  wpredpath)

• “Pakistan promptly accused India”  [1/1/2000]
=>  (PAK,  IND,  268,   X -nsubj> accuse <dobj- Y)

Newswire entity/predicate data
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Event Extraction:
Who did what to whom?

11

GBR IRN
Country namelist 

matches

Source (s):
Recipient (r):

Predicate (w):

Verb-based 
dependency path

GBR
IRN
<--nsubj-- meet --prep--> with --pobj-->

“X meets with Y” Proto-role terminology 
(Dowty 1991):  Agent, Patient
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• Parsing and POS preprocessing: CoreNLP

• Fixed list of country names

• Predicates as verb-based dependency paths

• Filters for topics, factivity, verb-y paths, and 
parse quality

12

Event Extraction
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Predicate Paths

13

16312   	
 accuse
9762    	
 visit
7533    	
 arrive in
6206    	
 meet with
6032    	
 send to
6008    	
 meet
5905    	
 urge
5261    	
 tell
5247    	
 call on
4095    	
 warn
3837    	
 join
3823    	
 say
3646    	
 reject
3512    	
 kill in
3402    	
 hold with
2951    	
 condemn

21      	
 say ccomp-> ask nsubjpass->
154     	
 send in
401     	
 put
1000    	
 give to
1564    	
 have troops in
293     	
 gain from
279     	
 launch into
83      	
 arrive partmod-> start to
210     	
 attend in
100     	
 assail
13      	
 deny xcomp-> support in
454     	
 make in
384     	
 serve in
176     	
 have troops partmod-> station in
46      	
 receive to
25      	
 proceed to

Most common Sample
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t
(s,r)

w

s   Source
     entity
r   Receiver
     entity
t   Timestep
w  Verb path

Model

14

Data:
Each dyad has a sequence of 
timesteps
Each timestep has a number of 
events
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Model
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K event types: verb distributions

(s,r)
t

✓s,r,t

z

�

w

b

s   Source
     entity
r   Receiver
     entity
t   Timestep
w  Verb path

�k ⇠ Dir(b) 2 simplex(V )

�s,r,t ⇠ N(�s,r,t�1, ⌧2I)
⌘s,r,t ⇠ N(↵+ �s,r,t, ⌃)

(✓s,r,t)k / exp(⌘s,r,t,k)

z ⇠ Mult(✓s,r,t)

w ⇠ Mult(�z)
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Model

16

Key assumption: dyadic and 
temporal coherence

Model 1: independent contexts

K event types: verb distributions

(s,r)
t

⌘s,r,t

✓s,r,t

z

�

w

b

�2

↵

s   Source
     entity
r   Receiver
     entity
t   Timestep
w  Verb path

�k ⇠ Dir(b) 2 simplex(V )

�s,r,t ⇠ N(�s,r,t�1, ⌧2I)
⌘s,r,t ⇠ N(↵+ �s,r,t, ⌃)

(✓s,r,t)k / exp(⌘s,r,t,k)

z ⇠ Mult(✓s,r,t)

w ⇠ Mult(�z)
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(s,r)

⌘s,r,t

✓s,r,t
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w

b

�2

↵

�s,r,t�1 �s,r,t ...

...

s   Source
     entity
r   Receiver
     entity
t   Timestep
w  Verb path

Model
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Key assumption: dyadic and 
temporal coherence

Model 1: independent contexts
Model 2: temporal smoothing

�k ⇠ Dir(b) 2 simplex(V )

K event types: verb distributions

�s,r,t ⇠ N(�s,r,t�1, ⌧2I)
⌘s,r,t ⇠ N(↵+ �s,r,t, ⌃)

(✓s,r,t)k / exp(⌘s,r,t,k)

z ⇠ Mult(✓s,r,t)

w ⇠ Mult(�z)
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Inference: blocked Gibbs sampling
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�s,r,t ⇠ N(�s,r,t�1, ⌧2I)
⌘s,r,t ⇠ N(↵+ �s,r,t, ⌃)

(✓s,r,t)k / exp(⌘s,r,t,k)

z ⇠ Mult(✓s,r,t)

w ⇠ Mult(�z)

(eta,theta | beta,alpha,z)
Logistic normal:

Metropolis-within-Gibbs,
Laplace approximation proposal

(beta | eta, alpha, tau)
Linear dynamical system 

(Gaussian HMM):
Forward filter backward sampler

(z | w,theta,b)
Dirichlet-multinomial:
Collapsed sampling

�k ⇠ Dir(b) 2 simplex(V )

Conjugate normal
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Learned Event Types

19

�k ⇠ Dir(b) 2 simplex(V )

arrive in,  visit,  meet with,  travel to,  leave,  hold 
with,  meet,  meet in,  fly to,  be in,  arrive for talk 
with,  say in,  arrive with,  head to,  hold in,  due in,  
leave for,  make to,  arrive to,  praise

accuse,  blame,  say,  break with,  sever with,  blame 
on,  warn,  call,  attack,  rule with,  charge,  
say←ccomp come from,  say ←ccomp,  suspect,  
slam,  accuse government ←poss,  accuse agency 
←poss,  criticize,  identify

kill in,  have troops in,  die in,  be in,  wound in,  have 
soldier in,  hold in,  kill in attack in,  remain in,  
detain in,  have in,  capture in,  stay in,  about ←pobj 
troops in,  kill,  have troops ←partmod station in,  
station in,  injure in,  invade,  shoot in

“diplomacy”

“verbal conflict”

“material conflict”
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Evaluation

• Unsupervised model evaluation: need multiple 
checks of reasonableness

• Qualitative case study (face validity)

• Quantitative

• Recovering a pre-existing ontology

• Conflict prediction

• [Future work: do actual political science]

20
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Case study

• Israeli-Palestinian conflict, 1994-2008

• ISR-PSE is most frequent dyad 

• Militarized Interstate Dispute database has no data

• Can our system give a useful analysis?

21
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Case study
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0.
0

0.
4

0.
8

Israeli−Palestinian Diplomacy

A B C D E F

1994 1997 2000 2002 2005 2007

C: U.S. Calls for West Bank 
Withdrawal
D: Deadlines for Wye River Peace 
Accord
E: Negotiations in Mecca
F: Annapolis Conference

A: Israel-Jordan Peace 
Treaty
B: Hebron Protocol

meet with,  sign with,  praise,  say with,  
arrive in,  host,  tell,  welcome,  join,  thank,  
meet,  travel to,  criticize,  leave,  take to,  
begin to,  begin with,  summon,  reach 
with,  hold with
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Case study
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0.
0

0.
4

0.
8

1.
2

Police Actions and Crime Response

A

B
C

D

E
F
G

H I J

1994 1997 2000 2002 2005 2007

A: Series of Suicide Attacks 
in Jerusalem
B: Island of Peace Massacre
C: Arrests over Protests
D: Tensions over Treatment 
of Pal. Prisoners

E: Passover Massacre
F: 400-Person Prisoner Swap
G: Gaza Street Bus Bombing
H: Stage Club Bombing
I: House to House Sweep for 7 
militant leaders
J: Major Prisoner Release

accuse,  criticize,  reject,  tell,  hand to,  
warn,  ask,  detain,  release,  order,  deny,  
arrest,  expel,  convict,  free,  extradite to,  
allow,  sign with,  charge,  urge
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Case study

24

0.
0

0.
4

0.
8

Israeli Use of Force Tradeoff

1994 1997 2000 2002 2005 2007

Second Intafada BeginsOslo II Signed

kill, fire at, enter, kill in, attack, raid, strike 
in, move into, pound, bomb

impose on, seal, capture from, seize 
from, arrest, ease closure of, close, 
deport, close with, release

Correlates to conflict? Semantic coherence?
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Lexical scale evaluation
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• Do our event types (verb clusters) match the manually defined ontology?

• Match dependency paths against TABARI patterns (536 / 10k)

• Granularity invariance: use expert-assigned scale score (-10 to 10)
[controversial?]

• Lexical scale impurity: average difference between randomly chosen words

• Random clusters baseline
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Conflict prediction/correlation
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• Do our event types correspond to real-world conflict?

• “Gold” standard: Militarized Interstate Dispute dataset
(from Correlates of War project)

• Regularized logistic regression from theta (event probs per dyad-time slice)

• Baseline: regularized logistic regression from path counts
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International Relations Event Data

• Jointly learn 
• linguistic event types  (= verb clusters)

• political context (= dyad’s eventtype probs over time)

• Examples seem consistent with the historical record

• Immediate ongoing work:
need better semantic quality
• Semi-supervision with lexicons

• Extend huge amount of prior work

• Identifiability helps analysis

• Related: seed words in topic models

• Annotation evaluation? (standard IE approach)

28
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International Relations Event Data

• Goal: use the model to learn new facts about 
international politics

• Future work
• More data; deeper historical analysis

• Data biases (media attention, source differences)

• Learning the entity database
(domestic politics, other domains)

• Hierarchy and valences on the event types

• Location and temporal properties of events

• Network model

29
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Text Analysis for Social Science

• Automated content analysis: 
tools for discovery and measurement of 
concepts, attitudes, events

• Applications to social science areas: 
how to use previous work?
Interdisciplinary collaboration

• Social contextual factors -- e.g. who and 
when -- can drive linguistic learning

• Expert ontologies give evaluations, or 
hypotheses to test and/or expand
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Discovery and measurement in social media text

31

Opinion polls and sentiment analysis  
[ICWSM 2010]

Geographic and demographic factors in 
slang and language change

[EMNLP 2010, work-in-submission]

Linguistic analysis tools
[ACL 2011, NAACL 2013]

We approach part-of-speech tagging for 

informal, online conversational text

using large-scale unsupervised word 
clustering and new lexical features. Our 
system achieves state-of-the-art tagging 
results on both Twitter and IRC data. 
Additionally, we contribute the first POS 
annotation guidelines for such text and 
release a new dataset of English language 
tweets annotated using these guidelines.

Improved PartImproved Part--ofof--Speech Tagging for Online Conversational Text with Word ClustersSpeech Tagging for Online Conversational Text with Word Clusters

Word Clusters

Tagger Features
 Hierarchical word clusters via Brown clustering 
(Brown et al., 1992) on a sample of 56M tweets
 Surrounding words/clusters
 Current and previous tags
 Tag dict. constructed from WSJ, Brown corpora
 Tag dict. entries projected to Metaphone
encodings
 Name lists from Freebase, Moby Words, Names 
Corpus
 Emoticon, hashtag, @mention, URL patterns

Olutobi Owoputi* Brendan O’Connor* Chris Dyer* Kevin Gimpel+ Nathan Schneider* Noah A. Smith*

*School of Computer Science, Carnegie Mellon University, Pittsburgh, PA 15213, USA
+Toyota Technological Institute at Chicago, Chicago, IL 60637, USA

Highest Weighted Clusters

Speed
Tagger: 800 tweets/s (compared to 20 tweets/s previously)
Tokenizer: 3,500 tweets/s

Software & Data Release
 Improved emoticon detector and tweet tokenizer
 Newly annotated evaluation set, fixes to previous annotations

Examples

RVVVOPNDVP

NowHateingStartCuldYallSoCroudDaShakeBoutta

Results
Our tagger achieves state-of-the-art results in POS tagging 
for each dataset:

O

he
V

can
V

add
O

u
P

on
^

fb lolololsonamelastyofiraskedhesmhikr
!PNADPVOG!

or n & and103&100110*

you yall u it mine everything nothing something anyone 

someone everyone nobody

899O11101*

do did kno know care mean hurts hurt say realize believe 

worry understand forget agree remember love miss hate 

think thought knew hope wish guess bet have

29267V01*

the da my your ur our their his378D1101*

young sexy hot slow dark low interesting easy important 

safe perfect special different random short quick bad crazy 

serious stupid weird lucky sad

6510A111110*

x <3 :d :p :) :o :/2798E1110101100*

i'm im you're we're he's there's its it's428L11000*

lol lmao haha yes yea oh omg aww ah btw wow thanks 

sorry congrats welcome yay ha hey goodnight hi dear 

please huh wtf exactly idk bless whatever well ok

8160! 11101010*

Most common word in each cluster with prefixTypesTagCluster prefix

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 

(incl. system messages)

Tagset

Datasets

Tagger, tokenizer, and data all released at:

www.ark.cs.cmu.edu/TweetNLP

Accuracy on RITTERTW corpus

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 

(incl. system messages)

Accuracy on RITTERTW corpus

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 

(incl. system messages)

Model
Discriminative sequence model (MEMM) 
with L1/L2 regularization

Bamman, O’Connor and Smith Pre-publication version. To appear in First Monday 17.3 (March 2012)

53%

11%

Figure 6: Deletion rates by province (darker = higher rates of deletion). This map visualizes the results shown in
Table 4.

We restrict attention to words appearing in at least 50 messages in our 1.3 million message sample. For messages
originating in Beijing, outside China, Qinghai, and Tibet, we present the top three terms overall, and the top politically
sensitive terms in each region along with their PMI rank.

• Beijing: (1)�ÙË (Xizhimen neighborhood of Beijing); (2)�¨ (Wangjing neighborhood of Beijing); (3)
fi¨ (to return to the capital)
. (410)ì|õ (Senkaku/Diaoyu Islands)

• Outside China: (1)⇢&⇢ (Toronto); (2)®, (Melbourne); (3)<l (foreigner [Cantonese])
. (632)�� (to blockade/to seal off); (698)∫C (human rights)

• Qinghai: (1)�Å (Xining [capital of Qinghai]); (2)◆% (special trade/monopoly); (3))4 (divine retribu-
tion).
. (331)Ï¡ (dictatorship); (803)æVá� (Dalai Lama)

• Tibet: (1)…( (Lhasa [capital of Tibet]); (2)∆-% (concentration camp); (3)1< (despicable)
. (50)æVá� (Dalai Lama); (108)Î≥ (to persecute)

Here the most characteristic terms in each province naturally tend to be locations within each area; while politically
sensitive terms have weaker correlations with each region (e.g., the first known politically sensitive term in Beijing
has only the 410th highest PMI), we do note the mention of the Dalai Lama in both Tibet and Qinghai, persecution in
Tibet, and human rights as a general concern primarily outside China.

9 Conclusion

Chinese microblogging sites like Sina Weibo, Tencent, Sohu and others have the potential to change the face of
censorship in China by requiring censors to police the content of over 200 million producers of information. In this
large-scale analysis of deletion practices in Chinese social media, we showed that what has been suggested anecdotally
by individual reports is also true on a large scale: there exists a certain set of terms whose presence in a message leads to
a higher likelihood for that message’s deletion. While a direct analysis of term deletion rates over all messages reveals
a mix of spam, politically sensitive terms, and terms whose sensitivity is shaped by current events, a comparative
analysis of term frequencies on Twitter vs. Sina provides a method for identifying suppressed political terms that are
currently salient in global public discourse. By revealing the variation that occurs in censorship both in response to
current events and in different geographical areas, this work has the potential to actively monitor the state of social
media censorship in China as it dynamically changes over time.

Censorship in Chinese 
social media  [FM 2011]
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Discovery in fictional narratives

• From movie plot summaries:
model of characters’ attributes and actions

32

[Bamman, 
O’Connor, Smith

ACL 2013]
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Thanks

• Materials, etc: http://brenocon.com
Feedback welcome!
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