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Text as “Data”?
Details Agreed on Nuclear Deal With Iran, Set to Start Jan. 20
PARIS — Iran and six world powers have agreed on how to put in place an accord that 
would temporarily freeze much of Iran’s nuclear program, American and Iranian officials 
said on Sunday.  That accord would go into effect on Jan. 20.  International negotiators 
worked out an agreement in November to constrain much of Iran’s program for six months 
so that diplomats would have time to pursue a more comprehensive follow-up accord.  But 
before the temporary agreement could take effect, negotiators had to work out the 
technical procedures for carrying it out and resolve some of its ambiguities in concert with 
the International Atomic Energy Agency.
Antigovernment Protesters Try to Shut Down Bangkok
BANGKOK — Antigovernment protesters seeking to block next month’s elections in 
Thailand took over major roads in Bangkok on Sunday as they began their campaign to 
shut down the city.  In this vast metropolis of well over 10 million people, the protesters 
were unlikely to paralyze all movement and commerce. But they vowed that by Monday 
morning they would close busy intersections, make major government offices inaccessible 
and besiege the homes of top officials in the administration of Prime Minister Yingluck 
Shinawatra, whose party is most likely to win the general elections that are scheduled for 
Feb. 2.  “We have to shut down Bangkok,” said Ratchanee Saengarun, a protester who 
stood in the middle of an intersection in the city. “This is our last resort.”  By late Sunday, 
protesters had blocked several roads using double-decker buses and sandbags, and had 
diverted traffic.

http://www.nytimes.com/2013/11/25/world/middleeast/officials-say-the-toughest-work-on-irans-nuclear-program-still-lies-ahead.html
http://www.nytimes.com/2013/11/25/world/middleeast/officials-say-the-toughest-work-on-irans-nuclear-program-still-lies-ahead.html


Text as “Data”?
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TextGenerator(SocialAttributes)  →  Text

Language for social measurement
P(SocAttr  |  Text, TextGen)

Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process

Inferences 
from text

2. Infer: social determinants of language use
e.g. bias, influence...

P(Generator | Text, SocialAttributes)

1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

Language generation as social process
P(TextGen  |  Text, SocAttr)
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TextGenerator(SocialAttributes)  →  Text

Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process

Inferences 
from text

2. Infer: social determinants of language use
e.g. bias, influence...

P(Generator | Text, SocialAttributes)

1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

Public opinion

[O’Connor et al., 2010]

Model assumptions
Social media usage

Language for social measurement
P(SocAttr  |  Text, TextGen)
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TextGenerator(SocialAttributes)  →  Text

Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process

Inferences 
from text

2. Infer: social determinants of language use
e.g. bias, influence...

P(Generator | Text, SocialAttributes)

1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

Real-world
political events

[O’Connor, Stewart, Smith 2013]
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Israeli−Palestinian Diplomacy

A B C D E F

1994 1997 2000 2002 2005 2007

C: U.S. Calls for West Bank 
Withdrawal
D: Deadlines for Wye River Peace 
Accord
E: Negotiations in Mecca
F: Annapolis Conference

A: Israel-Jordan Peace 
Treaty
B: Hebron Protocol

Model assumptions
News media process

Language for social measurement
P(SocAttr  |  Text, TextGen)
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Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process

Inferences 
from text

2. Infer: social determinants of language use
e.g. bias, influence...

P(Generator | Text, SocialAttributes)

1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

Real-world
political events

News media process

Language generation as social process
P(TextGen  |  Text, SocAttr)



11

TextGenerator(SocialAttributes)  →  Text

Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process
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e.g. bias, influence...
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1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

Language generation as social process
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Geography
of authors

Social media usageweeks 1−50 weeks 51−100 weeks 101−150
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Figure 5.1: Change in frequency for six words: ion, - -, ctfu, af, ikr, ard. Blue circles indicate cities
where on average, at least 0.1% of users use the word during a week. A circle’s area is proportional
to the word’s probability.

individual using a single word hundreds or thousands of times.) To capture the dynamics of these
counts, we employ a latent vector autoregressive model, based on the binomial distribution with
a logistic link function. The use of latent variable modeling is motivated by properties of the data
that are problematic for simpler autoregressive models that operate directly on word counts and
frequencies (without a latent variable). We begin by briefly summarizing these problems; we then
present our model, describe the details of inference and estimation, and offer some examples of
the inferences that our model supports.

Challenges for direct autoregressive models

The simplest modeling approach would be an autoregressive model that operates directly on the
word counts or frequencies (Wei, 1994). A major challenge for such models is that Twitter offers
only a sample of all public messages, and the sampling rate can change in unclear ways (Morstat-
ter et al., 2013). For example, for much of the timespan of our data, Twitter’s documentation
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[Eisenstein et al. 2010, O’Connor et 
al. 2010, Eisenstein et al. 2012]



• Social media and polls

• Geography and language

• Social determinants of lexical diffusion

• Events in international relations
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TextGenerator(SocialAttributes)  →  Text

Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process

Inferences 
from text

2. Infer: social determinants of language use
e.g. bias, influence...

P(Generator | Text, SocialAttributes)

1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

• Text exploration on document covariates
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TextGenerator(SocialAttributes)  →  Text

Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process

Inferences 
from text

2. Infer: social determinants of language use
e.g. bias, influence...

P(Generator | Text, SocialAttributes)

1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

[O’Connor, 2014]

Descriptive analysis:
Statistical associations

• Text exploration on document covariates



MiTextExplorer:

a Mutual Information
Text Explorer
using 

Linked Brushing
with

Document Covariates
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http://brenocon.com/mte

[O’Connor, 2014]

http://brenocon.com/te
http://brenocon.com/te


How are X and Y related?  (Anscombe 1973)

15

x y
10 8.04
8 6.95
13 7.58
9 8.81
11 8.33
14 9.96
6 7.24
4 4.26
12 10.84
7 4.82
5 5.68

x y
10 9.14
8 8.14
13 8.74
9 8.77
11 9.26
14 8.10
6 6.13
4 3.10
12 9.13
7 7.26
5 4.74

x y
10 7.46
8 6.77
13 12.74
9 7.11
11 7.81
14 8.84
6 6.08
4 5.39
12 8.15
7 6.42
5 5.73

x y
8 6.58
8 5.76
8 7.71
8 8.84
8 8.47
8 7.04
8 5.25
19 12.50
8 5.56
8 7.91
8 6.89
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r = 0.82Pearson correlation

r =

P
i(xi � x̄)(yi � ȳ)pP

i(xi � x̄)2
pP

i(yi � ȳ)2

Scatterplot:
x = horizontal position

y = vertical position
Simple

Non-parametric(?)

assumes (x, y) ⇠ N(µ,⌃)

Is there an analogue to the scatterplot, when text is a variable?

How are X and Y related?  (Anscombe 1973)

x y
10 9.14
8 8.14
13 8.74
9 8.77
11 9.26
14 8.10
6 6.13
4 3.10
12 9.13
7 7.26
5 4.74



Linking and brushing
3/18/14 Anscombe's_quartet_3.svg
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Figure 2: Anscombe Quartet. (Source: Wikipedia)

which are crucial to help ensure a dataset will be
useful. Exploratory techniques can also suggest
possible hypotheses or issues for further investi-
gation.

The classical approach to EDA, as pioneered in
works such as Tukey (1977) and Cleveland (1993)
(and other work from the Bell Labs statistics group
during that period) emphasizes visual analysis un-
der nonparametric, model-free assumptions, in
which visual attributes are a fairly direct reflec-
tion of numerical or categorical aspects of data.
As a simple example, consider the well-known
Anscombe Quartet (1973), a set of four bivari-
ate example datasets. The Pearson correlation, a
very widely used measure of dependence that as-
sumes a linear Gaussian model of the data, finds
that each dataset has an identical amount of de-
pendence (r = 0.82). However, a scatterplot in-
stantly reveals that very different dependence re-
lationships hold in each dataset (Figure 2). The
scatterplot is possibly the simplest visual analysis
tool for investigating the relationship between two
variables, in which the variables’ numerical values
are mapped to horizontal and vertical space. While
the correlation coefficient is a model-based analy-
sis tool, the scatterplot is model-free (or at least, it
is effective under an arguably wider range of data
generating assumptions), which is crucial for this
example.

This nonparametric, visual approach to EDA
has been encoded into many data analysis pack-
ages, including the now-ubiquitous R language (R
Core Team, 2013), which descends from earlier
software by the Bell Labs statistics group (Becker
and Chambers, 1984). In R, tools such as his-
tograms, boxplots, barplots, dotplots, mosaicplots,
etc. are built-in, basic operators in the language.
(Wilkinson (2006)’s grammar of graphics more

Figure 3: Linked brushing with the anal-
ysis software GGobi. More references at
source: http://www.infovis-wiki.net/index.
php?title=Linking_and_Brushing

extensively systematizes this approach; see also
(Wickham, 2010; Bostock et al., 2011).)

In the meantime, textual data has emerged as
a resource of increasing interest for many scien-
tific, business, and government data analysis ap-
plications. Consider the use case of automated
content analysis (a.k.a. text mining) as a tool for
investigating social scientific and humanistic ques-
tions (Grimmer and Stewart, 2013; Jockers, 2013;
Shaw, 2012; O’Connor et al., 2011). The content
of the data is under question: analysts are inter-
ested in what/when/how/by-whom different con-
cepts, ideas, or attitudes are expressed in a cor-
pus, and the trends in these factors across time,
space, author communities, or other document-
level covariates (often called metadata). Compar-
isons of word statistics across covariates are ab-
solutely essential to many interesting questions or
social measurement problems, such as

• What topics tend to get censored by the Chi-
nese government online, and why (Bamman
et al., 2012; King et al., 2013)? Covari-
ates: whether a message is deleted by cen-
sors, time/location of message.

• What drives media bias? Do newspapers
slant their coverage in response to what read-
ers want (Gentzkow and Shapiro, 2010)? Co-
variates: political preferences of readers,
competitiveness of media markets.

There exist dozens, if not more, of other examples

GGobi software
(Cook and Swayne 2007, 
Buja et. al 1996, etc.)

Is there an analogue to linking/brushing, when text is a variable?



Text and document covariates

• X:  Text

• Discrete, high-dimensional  (e.g. bag of words)

• Y:  Document covariates (metadata)

• Time, author attributes, social context, geography, 
community membership...

• Discrete or continuous

• Lower dimensional

• Goal is exploratory data analysis:
first-cut insight into relationship(X,Y)

• Requirement: speed for interactivity

18



Demo
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(A) Covariate display
(C) Covariate-word associations
(E) Keyword-in-context text display

Linked views
of the data



[A] → [C]:  words related to covariate query Q
Q selection: “brushing”

rankw
p(w|Q)

p(w)

(Exponentiated) Pointwise Mutual Information  (a.k.a. lift)

where p(w|Q) � TermProbThresh

countQ(w) � TermCountThresh

Scatterplot
Ranked list



[C] → [D]:  word-word associations

rankv
p(v|w 2 doc)

p(v)

(Exponentiated) Pointwise Mutual Information  (a.k.a. lift)
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KWIC (keyword-in-context)
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KWIC reveals word senses



• p( text | covariates ):  Dirichlet-
Multinomial Regression, Author-Topic 
Model, Labeled LDA, Structural Topic 
Model ...

• p( text, covariates ): Supervised LDA, 
MedLDA, GeoTM ...

Covariate -- word analysis
direct PMI topic model bottleneck

• Feature selection

• Monroe et al. (2008)

words

covariates

K topics

-vs-



Related work: Text Exploration

• Voyant/Voyeur (Rockwell et al. 2010)

• WordSeer (Shrikumar 2013)

• Jigsaw (Görg et al. 2013)

• Topical Guide (Gardner et al. 2010)

• etc...

28



• Other uses

• Figure out NLP models and parameters
(what should be a stopword?)

• Select documents to read in an intelligent way
(by covariates)

• What variables to use in a model? 

• Identify coding errors in the data

• Extensions

• Structure from NLP tools

• Interactive labeling and keyword query building
[King et al 2014]

Prototype available:  http://brenocon.com/mte

http://brenocon.com/te
http://brenocon.com/te
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Details Agreed on Nuclear Deal With Iran, Set to Start Jan. 20
PARIS — Iran and six world powers have agreed on how to put in place an accord that 
would temporarily freeze much of Iran’s nuclear program, American and Iranian officials 
said on Sunday.  That accord would go into effect on Jan. 20.  International negotiators 
worked out an agreement in November to constrain much of Iran’s program for six months 
so that diplomats would have time to pursue a more comprehensive follow-up accord.  But 
before the temporary agreement could take effect, negotiators had to work out the 
technical procedures for carrying it out and resolve some of its ambiguities in concert with 
the International Atomic Energy Agency.
Antigovernment Protesters Try to Shut Down Bangkok
BANGKOK — Antigovernment protesters seeking to block next month’s elections in 
Thailand took over major roads in Bangkok on Sunday as they began their campaign to 
shut down the city.  In this vast metropolis of well over 10 million people, the protesters 
were unlikely to paralyze all movement and commerce. But they vowed that by Monday 
morning they would close busy intersections, make major government offices inaccessible 
and besiege the homes of top officials in the administration of Prime Minister Yingluck 
Shinawatra, whose party is most likely to win the general elections that are scheduled for 
Feb. 2.  “We have to shut down Bangkok,” said Ratchanee Saengarun, a protester who 
stood in the middle of an intersection in the city. “This is our last resort.”  By late Sunday, 
protesters had blocked several roads using double-decker buses and sandbags, and had 
diverted traffic.

Text as “data”?

http://www.nytimes.com/2013/11/25/world/middleeast/officials-say-the-toughest-work-on-irans-nuclear-program-still-lies-ahead.html
http://www.nytimes.com/2013/11/25/world/middleeast/officials-say-the-toughest-work-on-irans-nuclear-program-still-lies-ahead.html
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Text as “data”?

Structure from text:
Semantic parsing 

Information extraction
[e.g. MUC-3: Lehnert, Williams, Cardie, Riloff, Fisher 1991]

http://www.nytimes.com/2013/11/25/world/middleeast/officials-say-the-toughest-work-on-irans-nuclear-program-still-lies-ahead.html
http://www.nytimes.com/2013/11/25/world/middleeast/officials-say-the-toughest-work-on-irans-nuclear-program-still-lies-ahead.html
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03 - EXPRESS INTENT TO COOPERATE
07 - PROVIDE AID
15 - EXHIBIT MILITARY POSTURE

191 - Impose blockade, restrict movement
not_ allow to_ enter   ;mj 02 aug 2006 
barred travel    
block traffic from   ;ab 17 nov 2005 
block road   ;hux 1/7/98 

Issue:  Hard to maintain and adapt to new domains 

Event classes
(~200)

Dictionary:
Verb patterns per event class

(~15000)

Event data through knowledge engineering
[Schrodt 1994, Leetaru and Schrodt 2013]

Extract events from news text

http://brenocon.com/tabari_cameo_verbs.html#03
http://brenocon.com/tabari_cameo_verbs.html#03
http://brenocon.com/tabari_cameo_verbs.html#07
http://brenocon.com/tabari_cameo_verbs.html#07
http://brenocon.com/tabari_cameo_verbs.html#15
http://brenocon.com/tabari_cameo_verbs.html#15


Natural Language Processing

Event phrases of 
actor interactions

GBR IRN

Data: twenty years of news articles

[O’Connor, Stewart, and Smith, 2013]Our inference process
 

Probabilistic Graphical Model
Purely from textual data, jointly learns both

(1) Event class dictionaries (2) Political dynamics  

arrive in,  visit,  meet with,  travel to,  leave,  
hold with,  meet,  meet in,  fly to,  be in,  arrive 
for talk with,  say in,  arrive with,  head to,  
hold in,  due in,  leave for,  make to,  arrive to,  

accuse,  blame,  say,  break with,  sever with,  
blame on,  warn,  call,  attack,  rule with,  
charge,  say←ccomp come from,  say ←ccomp,  
suspect,  slam,  accuse government ←poss,  

kill in,  have troops in,  die in,  be in,  wound 
in,  have soldier in,  hold in,  kill in attack in,  
remain in,  detain in,  have in,  capture in,  stay 
in,  about ←pobj troops in,  kill,  have troops 

“diplomacy”

“verbal conflict”

“material conflict” 0.
0

0.
4

0.
8

Israeli−Palestinian Diplomacy

A B C D E F

1994 1997 2000 2002 2005 2007

C: U.S. Calls for West Bank 
Withdrawal
D: Deadlines for Wye River Peace 
Accord
E: Negotiations in Mecca
F: Annapolis Conference

A: Israel-Jordan Peace 
Treaty
B: Hebron Protocol
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“ISR  meet with  PSE”

1995 2000 2005

0.
0

0.
4

0.
8

P(w = “meet with”  |  t, s=ISR, r=PSE)

Too sparse for human interpretability

Event phrases



s=ISR, r=PSE s=USA, r=FRA

t= Jul 15-21, 2002
say <-ccomp be to
release to
take control of
occupy
wound in
scuffle with
be <-xcomp meet
meet with
meet with
arrest

t= Jul 3-9, 2006
commit to
strike
carry in
continue in
reject
fire at target in
start around
ratchet pressure on
shell
hit 

t= Dec 22-28, 2003
release with
welcome
welcome by
win
agree with
indict
win from
concern over
win
indict 

t= Feb 2-8, 1998
travel <-xcomp meet with
consider
meet with
meet with
meet with 

Do word semantics cluster on social context?

21
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start around
ratchet pressure on
shell
hit 

t= Dec 22-28, 2003
release with
welcome
welcome by
win
agree with
indict
win from
concern over
win
indict 

t= Feb 2-8, 1998
travel <-xcomp meet with
consider
meet with
meet with
meet with 

Do word semantics cluster on social context?
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Clustering approach: Mixed-membership models
(“topic models,” “admixtures”)



s=ISR, r=PSE s=USA, r=FRA

1 2 1 2

✓s,r,t = ✓s,r,t =
1 2

✓s,r,t =
1 2

✓s,r,t =

agree with,  arrest,  be <-xcomp meet,  carry in,  commit to,  concern over,  consider,  continue in,  fire at target in,  hit,  indict,
meet with,  occupy,  ratchet pressure on,  reject,  release to,  release with,  say <-ccomp be to,  scuffle with,  shell,
start around,  strike,  take control of,  travel <-xcomp meet with,  welcome,  welcome by,  win,  win from,  wound in

�2�1Event class dictionaries

t= Jul 15-21, 2002
say <-ccomp be to
release to
take control of
occupy
wound in
scuffle with
be <-xcomp meet
meet with
meet with
arrest

t= Jul 3-9, 2006
commit to
strike
carry in
continue in
reject
fire at target in
start around
ratchet pressure on
shell
hit 

t= Dec 22-28, 2003
release with
welcome
welcome by
win
agree with
indict
win from
concern over
win
indict 

t= Feb 2-8, 1998
travel <-xcomp meet with
consider
meet with
meet with
meet with 

Contextual event class probabilities



(s,r)

⌘s,r,t

✓s,r,t

z

�

w

b

�2

↵

�s,r,t�1 �s,r,t ...

...

s   Source
     entity
r   Receiver
     entity
t   Timestep
w  Verb path

Model
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M1:  independent contexts
M2:  temporal smoothing
[Blei and Lafferty 2006, Quinn and Martin 2002]

Event
phrase

Adjacent
timestep
similarity�s,r,t ⇠ N(�s,r,t�1, I⌧2)

⌘s,r,t ⇠ N(↵+ �s,r,t,Diag[�2
1 ..�

2
K ])

(✓s,r,t)k / exp(⌘s,r,t,k)

z ⇠ Mult(✓s,r,t)

w ⇠ Mult(�z)

�k ⇠ Dir(b)

80 million parametersK=100

Event prior models

 

w ⇠ Mult(�✓s,r,t)



Learning: blocked Gibbs sampling
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�s,r,t ⇠ N(�s,r,t�1, I⌧2)
⌘s,r,t ⇠ N(↵+ �s,r,t,Diag[�2

1 ..�
2
K ])

(✓s,r,t)k / exp(⌘s,r,t,k)

z ⇠ Mult(✓s,r,t)

w ⇠ Mult(�z)

�k ⇠ Dir(b)

p(�, (⌘, ✓),�2
1 ..�

2
K , z,�, b | w)



Learning: blocked Gibbs sampling
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Logistic normal
Metropolis-within-Gibbs,

Laplace approximation proposal
[Hoff 2003]

Linear dynamical system
Forward filter backward sampler (FFBS)
[Carter and Kohn 1994, West and Harrison 1997]

Dirichlet-multinomial
Collapsed sampling

[Griffiths and Steyvers 2005]

Conjugate normal

Slice sampling
[Neal 2003]

�s,r,t ⇠ N(�s,r,t�1, I⌧2)
⌘s,r,t ⇠ N(↵+ �s,r,t,Diag[�2

1 ..�
2
K ])

(✓s,r,t)k / exp(⌘s,r,t,k)

z ⇠ Mult(✓s,r,t)

w ⇠ Mult(�z)

�k ⇠ Dir(b)

p(�, (⌘, ✓),�2
1 ..�

2
K , z,�, b | w)



Event classes: word posteriors

40

arrive in,  visit,  meet with,  travel to,  leave,  hold 
with,  meet,  meet in,  fly to,  be in,  arrive for talk 
with,  say in,  arrive with,  head to,  hold in,  due in,  
leave for,  make to,  arrive to,  praise

accuse,  blame,  say,  break with,  sever with,  blame 
on,  warn,  call,  attack,  rule with,  charge,  
say←ccomp come from,  say ←ccomp,  suspect,  
slam,  accuse government ←poss,  accuse agency 
←poss,  criticize,  identify

kill in,  have troops in,  die in,  be in,  wound in,  have 
soldier in,  hold in,  kill in attack in,  remain in,  
detain in,  have in,  capture in,  stay in,  about ←pobj 
troops in,  kill,  have troops ←partmod station in,  
station in,  injure in,  invade,  shoot in

Most probable phrases in �k



Event classes: word posteriors

40

arrive in,  visit,  meet with,  travel to,  leave,  hold 
with,  meet,  meet in,  fly to,  be in,  arrive for talk 
with,  say in,  arrive with,  head to,  hold in,  due in,  
leave for,  make to,  arrive to,  praise

accuse,  blame,  say,  break with,  sever with,  blame 
on,  warn,  call,  attack,  rule with,  charge,  
say←ccomp come from,  say ←ccomp,  suspect,  
slam,  accuse government ←poss,  accuse agency 
←poss,  criticize,  identify

kill in,  have troops in,  die in,  be in,  wound in,  have 
soldier in,  hold in,  kill in attack in,  remain in,  
detain in,  have in,  capture in,  stay in,  about ←pobj 
troops in,  kill,  have troops ←partmod station in,  
station in,  injure in,  invade,  shoot in

“diplomacy”

“verbal conflict”

“material conflict”

Most probable phrases in �k



Case study
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0.
0

0.
4

0.
8

Israeli−Palestinian Diplomacy

A B C D E F

1994 1997 2000 2002 2005 2007

C: U.S. Calls for West Bank 
Withdrawal
D: Deadlines for Wye River Peace 
Accord
E: Negotiations in Mecca
F: Annapolis Conference

A: Israel-Jordan Peace 
Treaty
B: Hebron Protocol

meet with,  sign with,  praise,  say with,  
arrive in,  host,  tell,  welcome,  join,  thank,  
meet,  travel to,  criticize,  leave,  take to,  
begin to,  begin with,  summon,  reach 
with,  hold with



Evaluations
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Society (SocialAttributes) Writing (TextGenerator) Text Data  (Text)
Data

generation
process

Inferences 
from text

2. Infer: social determinants of language use
e.g. bias, influence...

P(Generator | Text, SocialAttributes)

1. Infer: attributes of society (language for measurement)
e.g. opinion, communities, events...
P(SocialAttributes | Text, Generator)

Event datasets
from political science

(Previous work)

0.
0

0.
4

0.
8

Israeli−Palestinian Diplomacy

A B C D E F

1994 1997 2000 2002 2005 2007

C: U.S. Calls for West Bank 
Withdrawal
D: Deadlines for Wye River Peace 
Accord
E: Negotiations in Mecca
F: Annapolis Conference

A: Israel-Jordan Peace 
Treaty
B: Hebron Protocol

Inference

Evaluation: do these correlate?

Inference 
& 

collection
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Lexicon / 
Ontology 

reconstruction

Real-world 
conflict

reconstruction
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Geographic lexical variation in Twitter

r ⇠ ~⇡

(lat, lon) ⇠ N(~µr,⌃r)

~�k ⇠ N(~a, b2I)

~⌘kj ⇠ N(~�k, s
2
kI)

✓ ⇠ Dir(~↵)

z ⇠ ~✓

w ⇠ exp(~⌘zr)

have regional 
variants

[Eisenstein, O’Connor, Smith, Xing 2010]

User’s locations 
from DPMM 
Gaussian mixture

User’s topics

Geographic topic model



Social determinants of language change
[Eisenstein, O’Connor, Smith, Xing 2012 and in review]

ci,r,t count of individuals who use word i in region r at time t
sr,t count of individuals who post messages in region r at time t

⇤i,r,t estimated probability of using word i in region r at time t
⌅i overall log-frequency of word i
⌃r,t general activation of region r at time t
⇥i,⇤,t global activation of word i at time t
⇥i,r,t activation of word i at time t in region r
⌘i,t vertical concatenation of each ⇥i,r,t and ⇥i,⇤,t, a vector of size R+ 1
⇧(·) the logistic function, ⇧(x) = ex/(1 + ex)

A autoregressive coefficients (size R⇥R)
� variance of the autoregressive process (size R⇥R)

�i,r,t parameter of the Taylor approximation to the logistic binomial likelihood
mi,r,t Gaussian pseudo-emission in the Kalman smoother
�2

i,r,t emission variance in the Kalman smoother

⌥(k)
i,r,t weight of particle k in the forward pass of the sequential Monte Carlo algorithm

Table 1: Summary of mathematical notation. The index i indicates words, r indicates regions (MSAs), and t
indicates time (weeks).

ignored. This yields the linear model:

�i,t � Normal(A�i,t�1,�) ci,r,t � Binomial(sr,t,⇤(⇥i + ⌅r,t + �i,⇤,t + �i,r,t)) (1)

where the region-to-region coefficients A govern lexical diffusion for all words. We rewrite the sum
�i,⇤,t + �i,r,t as a vector product hr�i,t, where �i,t is the vertical concatenation of each �i,r,t and
�i,⇤,t, and hr is a row indicator vector that picks out the elements �i,r,t and �i,⇤,t.

Our ultimate goal is to estimate confidence intervals around the cross-regional autoregression coef-
ficients A, which are computed as a function of the regional-temporal word activations �i,r,t. We
take a Monte Carlo approach, computing samples for the trajectories �i,r, and then computing point
estimates of A for each sample, aggregating over all words i. Bayesian confidence intervals can then
be computed from these point estimates, regardless of the form of the estimator used to compute A.
We now discuss these steps in more detail.

4.1 Sequential Monte Carlo estimation of word activations

To obtain smoothed estimates of �, we apply a sequential Monte Carlo (SMC) smoothing algorithm
known as Forward Filtering Backward Sampling (FFBS) [30]. The algorithm appends a backward
pass to any SMC filter that produces a set of particles and weights {�(k)i,r,t,⇧

(k)
i,r,t}1kK . Our forward

pass is a standard bootstrap filter [31]: by setting the proposal distribution q(�i,r,t|�i,r,t�1) equal
to the transition distribution P (�i,r,t|�i,t�1;A,�), the forward particle weights are equal to the
recursive product of the emission likelihoods,

⇧(k)
i,r,t = ⇧(k)

i,r,t�1Binomial(ci,r,t; sr,t,⇤(⇥i + ⌅r,t + hr�
(k)
i,t )). (2)

We experimented with more complex SMC algorithms, including resampling, annealing, and more
accurate proposal distributions, but none consistently achieved higher likelihood than the straight-
forward bootstrap filter.

FFBS converts the filtered estimates P (�i,r,t|ci,r,1:t, sr,1:t) to a smoothed estimate
P (�i,r,t|ci,r,1:T , sr,1:T ) by resampling the forward particles in a backward pass. In this pass,
at each time t, we select particle �(k)i,r,t with probability proportional to ⇧(k)

i,r,tP (�i,r,t+1|�i,r,t), which
is the filtering weight multiplied by the transition probability. When we reach t = 1, we have
obtained an unweighted draw from the distribution P (�i,r,1:T |ci,r,1:T , sr,1:T ;A,�, ⇥, ⌅). We can
use these draws to estimate the distribution of any arbitrary function of �i.

5

nw,r,t ⇠ Binom(Nr,t, �(⌫w + ⌧r,t + ⌘w,⇤,t + ⌘w,r,t)

Data:
Number of authors

with at least one post 
in region r at time t

Data:
Number of authors 
in region r at time t,

who use word w

Overall 
(log-odds) 

freq of 
word w

Random effect:
Number of authors

with at least one post in 
region r at time t

General 
activation of 
region r at 

time t

Random effect:
Specific word activation

to be explained by 
influence

⌘w,t ⇠ Normal(A⌘w,t�1, �)

Test sociolinguistic theories of how linguistic innovations diffuse
U.S. Census data
200 regions, 2600 words, 165 timesteps = 85M parameters
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weeks 1−50 weeks 51−100 weeks 101−150
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ikr

ard
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We approach part-of-speech tagging for 

informal, online conversational text

using large-scale unsupervised word 
clustering and new lexical features. Our 
system achieves state-of-the-art tagging 
results on both Twitter and IRC data. 
Additionally, we contribute the first POS 
annotation guidelines for such text and 
release a new dataset of English language 
tweets annotated using these guidelines.

Improved PartImproved Part--ofof--Speech Tagging for Online Conversational Text with Word ClustersSpeech Tagging for Online Conversational Text with Word Clusters

Word Clusters

Tagger Features
 Hierarchical word clusters via Brown clustering 
(Brown et al., 1992) on a sample of 56M tweets
 Surrounding words/clusters
 Current and previous tags
 Tag dict. constructed from WSJ, Brown corpora
 Tag dict. entries projected to Metaphone
encodings
 Name lists from Freebase, Moby Words, Names 
Corpus
 Emoticon, hashtag, @mention, URL patterns

Olutobi Owoputi* Brendan O’Connor* Chris Dyer* Kevin Gimpel+ Nathan Schneider* Noah A. Smith*

*School of Computer Science, Carnegie Mellon University, Pittsburgh, PA 15213, USA
+Toyota Technological Institute at Chicago, Chicago, IL 60637, USA

Highest Weighted Clusters

Speed
Tagger: 800 tweets/s (compared to 20 tweets/s previously)
Tokenizer: 3,500 tweets/s

Software & Data Release
 Improved emoticon detector and tweet tokenizer
 Newly annotated evaluation set, fixes to previous annotations

Examples

RVVVOPNDVP

NowHateingStartCuldYallSoCroudDaShakeBoutta

Results
Our tagger achieves state-of-the-art results in POS tagging 
for each dataset:

O

he
V

can
V

add
O

u
P

on
^

fb lolololsonamelastyofiraskedhesmhikr
!PNADPVOG!

or n & and103&100110*

you yall u it mine everything nothing something anyone 

someone everyone nobody

899O11101*

do did kno know care mean hurts hurt say realize believe 

worry understand forget agree remember love miss hate 

think thought knew hope wish guess bet have

29267V01*

the da my your ur our their his378D1101*

young sexy hot slow dark low interesting easy important 

safe perfect special different random short quick bad crazy 

serious stupid weird lucky sad

6510A111110*

x <3 :d :p :) :o :/2798E1110101100*

i'm im you're we're he's there's its it's428L11000*

lol lmao haha yes yea oh omg aww ah btw wow thanks 

sorry congrats welcome yay ha hey goodnight hi dear 

please huh wtf exactly idk bless whatever well ok

8160! 11101010*

Most common word in each cluster with prefixTypesTagCluster prefix

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 

(incl. system messages)

Tagset

Datasets

Tagger, tokenizer, and data all released at:

www.ark.cs.cmu.edu/TweetNLP

Accuracy on RITTERTW corpus

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 

(incl. system messages)

Accuracy on RITTERTW corpus

Dev set accuracy using only clusters as featuresAccuracy on NPSCHATTEST corpus 

(incl. system messages)

Model
Discriminative sequence model (MEMM) 
with L1/L2 regularization

yeah yea nah naw yeahh nooo yeh noo noooo yeaa ikr nvm yeahhh 
nahh nooooo yh yeaaa yeaah yupp naa yeahhhh yeaaahiknow werd 
noes nahhh naww yeaaaa shucks yeaaaah yeahhhhh naaa naah nawl 
nawww yehh ino yeaaaaa yeeah yeeeah wordd yeaahh nahhhh naaah 
yeahhhhhh yeaaaaah naaaa yeeeeah nall yeaaaaaa

Example

HMM word cluster (features for CRF tagger)

http://www.ark.cs.cmu.edu/TweetNLP/
[Gimpel, Schneider, O’Connor, Das, Mills, Eisenstein, Heilman, Yogatama, Smith, 2011]
[Owoputi, O’Connor, Dyer, Gimpel, Schneider, Smith, 2013]

Social Media NLP
Part-of-speech tagger for Twitter

http://www.ark.cs.cmu.edu/TweetNLP/
http://www.ark.cs.cmu.edu/TweetNLP/
http://brenocon.com/
http://brenocon.com/
http://www.cs.cmu.edu/~cdyer/
http://www.cs.cmu.edu/~cdyer/
http://www.cs.cmu.edu/~kgimpel/
http://www.cs.cmu.edu/~kgimpel/
http://www.cs.cmu.edu/~nschneid/
http://www.cs.cmu.edu/~nschneid/
http://www.cs.cmu.edu/~nasmith/
http://www.cs.cmu.edu/~nasmith/
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Text Analysis for Social Science

• Tools for discovery and measurement

• Social, spatial, temporal context

• Probabilistic models

• A little bit of NLP can go a long way

• Future work

• Text visualization / exploration tools

• Semantics: belief structures from text

• Incorporate a-priori knowledge

• Causal inference


